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#### Abstract

We consider higher-dimensional generalizations of the classical onedimensional 2-automatic paperfolding and Rudin-Shapiro sequences on $\mathbb{N}$. This is done by considering the same automaton-structure as in the onedimensional case, but using binary number systems in $\mathbb{Z}^{m}$ instead of in $\mathbb{N}$. The correlation function and the diffraction spectrum for the resulting $m$ dimensional paperfolding and Rudin-Shapiro point sets are calculated through the corresponding sequences with values $\pm 1$. They are shown to be quasiindependent of the dimension $m$ and of the particular binary number system under consideration. It is shown that any paperfolding sequence thus obtained has a discrete spectrum. The Rudin-Shapiro sequences have an absolutely continuous Lebesgue spectral measure.


PACS numbers: $61.44 . \mathrm{Br}, 61.50 . \mathrm{Ah}, 89.75 . \mathrm{Kd}$
Mathematics Subject Classification: 11B85, 62M15, 82D25

## 1. Introduction and preliminaries

The 2-automatic one-dimensional Thue-Morse, paperfolding and Rudin-Shapiro sequences as maps $f: \mathbb{N} \rightarrow\{+1,-1\}$, their correlation functions and spectral properties have been dealt with in, e.g., $[1,2]$ and were shown to be prototype examples of sequences with singular continuous, discrete and absolutely continuous diffraction spectra, respectively. Similar properties for some higher-dimensional extensions of these sequences considered as substitution sequences are mentioned in [3-5]. Note that the spectral properties of sequences also play a crucial role in the theory of quasicrystals, e.g., [6, 7].

In [8], we presented a particular two-dimensional generalization of Thue-Morse, paperfolding and Rudin-Shapiro sequences as automatic sets, i.e., as maps $f: \mathbb{Z}^{2} \rightarrow\{0,1\}$.

This generalization resulted from considering the same automaton underlying the onedimensional versions of these sequences over $\mathbb{N}$, but using binary number representations in $\mathbb{Z}^{2}$ instead of in $\mathbb{N}$. This paper will discuss the correlation and the spectral properties of the paperfolding and Rudin-Shapiro sequences obtained by extending this kind of generalization to all dimensions. The spectral properties of higher-dimensional Thue-Morse sequences will be dealt with in a separate paper.

We briefly recall several characterizations of $m$-dimensional automatic sequences, for more information consult $[9,10]$. A number system $(H, W)$ in $\mathbb{Z}^{m}$ is given by an expanding $m \times m$ integer matrix $H$ (i.e., all eigenvalues have absolute value greater than 1) and a corresponding complete digit set $W=\left\{0, w_{1}, \ldots, w_{|\operatorname{det}(H)|-1}\right\} \subset \mathbb{Z}^{m}$, such that any $x \in \mathbb{Z}^{m}$ has a unique finite $(H, W)$-representation

$$
x=H^{n-1} v_{n}+H^{n-2} v_{n-1}+\cdots+H v_{2}+v_{1}
$$

where $v_{i} \in W$ and $v_{n} \neq 0$. Note that $\cup_{x \in \mathbb{Z}^{m}, w \in W}(H x+w)=\mathbb{Z}^{m}$.
The $(H, w)$-decimation, or decimation for short, of a sequence $f: \mathbb{Z}^{m} \rightarrow \mathbb{C}$, for $w \in W$ is the sequence $\partial_{H, w}(f): \mathbb{Z}^{m} \rightarrow \mathbb{C}$ defined as

$$
\partial_{H, w}(f)(x)=f(H x+w),
$$

and we agree that we write $\partial_{w}$ if $H$ and $W$ are clear from the context. Repeated application of decimations to $f$ leads to

$$
\begin{equation*}
\partial_{\nu_{n}} \circ \partial_{\nu_{n-1}} \cdots \circ \partial_{\nu_{1}}(f)(x)=f\left(H^{n} x+H^{n-1} v_{n}+H^{n-2} v_{n-1}+\cdots+v_{1}\right) \tag{1}
\end{equation*}
$$

The $(H, W)$-kernel of $f$, denoted as $\operatorname{ker}(f)=\operatorname{ker}_{H, W}(f)$ is the set of all possible decimations of $f$, together with $f$. A sequence $f$ is $(H, W)$ automatic if $\operatorname{ker}(f)$ is finite. A set $D \subset \mathbb{Z}^{m}$ is automatic if its characteristic sequence $\chi_{D}: \mathbb{Z}^{m} \rightarrow\{0,1\}$, i.e., $\chi_{D}(x)=1$ if and only if $x \in D$, is automatic.

Alternatively, an automatic sequence $f$ is defined by a so-called kernel graph. This is a labelled directed graph where the vertices are the sequences in $\operatorname{ker}(f)$ and with a directed edge labelled $w \in W$ pointing from vertex $g$ to vertex $h$ if and only if $\partial_{w}(g)=h$. This graph can also be described by the decimation matrices $A_{w} \in\{0,1\}^{\operatorname{ker}(f) \times \operatorname{ker}(f)}, w \in W$, i.e., matrices whose rows and columns are labelled by the kernel elements of $f$

$$
A_{w}=\left(a_{g, h}^{w}\right)
$$

where $a_{g, h}^{w}=1$ if $\partial_{w}(g)=h$ and $a_{g, h}^{w}=0$ otherwise.
For convenience, we will from here on always consider $\operatorname{ker}(f)$ to be a set with a fixed order that can be used for ordered labellings.

The kernel graph can also be interpreted as a finite automaton that generates the sequence $f$ as follows: if $x \in \mathbb{Z}^{m}, x \neq 0$ has the ( $H, W$ )-representation

$$
x=\sum_{j=1}^{n} H^{j-1} v_{j}
$$

then $x$ defines a path in the kernel graph. The path begins in $f$, follows the arrows labelled $v_{1}, v_{2}, \ldots, v_{n}$ and terminates in an element $g \in \operatorname{ker}(f)$. The value of $f$ at $x$ is equal to the value of $g$ at 0 , i.e., $f(x)=g(0)$. This follows from (1) with $x=0$.

Figure 1 displays the kernel graphs, corresponding decimation matrices and values for the kernel elements at 0 for the paperfolding and Rudin-Shapiro sequences with values in $\{-1,1\}$. The underlying number system $(H, W)$ consists of an expanding matrix $H$ with $|\operatorname{det}(H)|=2$, and a complete digit set $W=\{0, w\}$. As the complete digit set contains only two elements, ( $H, W$ ) is called a binary number system [11].


Rudin-Shapiro


$$
\mathrm{A}_{0}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{array}\right) \quad \mathrm{A}_{w}=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

Figure 1. Kernel graphs and decimation matrices for the class of paperfolding and Rudin-Shapiro sequences.

It turns out that an automatic sequence $f$ can also be obtained as a component of the fixed point of a substitution $\Sigma_{f}$ on the set of vector sequences $F: \mathbb{Z}^{m} \rightarrow \mathbb{C}^{\operatorname{ker}(f)}$, defined as

$$
\Sigma_{f}(F)(H x+w)=A_{w} F(x)
$$

for $w \in W, A_{w}$ the corresponding decimation matrix, and for all $x \in \mathbb{Z}^{m}$. Then, $\mathcal{F}(x)=(g(x))_{g \in \operatorname{ker}(f)}$ is a fixed point of this substitution, i.e., $\Sigma_{f}(\mathcal{F})=\mathcal{F}$. By repeated application of the previous equation, we obtain that

$$
\begin{equation*}
\mathcal{F}(x)=A_{\nu_{1}} A_{\nu_{2}} \cdots A_{v_{n}} \mathcal{F}(0), \tag{2}
\end{equation*}
$$

where $x=\sum_{j=1}^{n} H^{j-1} v_{j}$ is the unique $(H, W)$-representation of $x \in \mathbb{Z}^{m} \backslash\{0\}$. Note that $\mathcal{F}(0)=A_{0} \mathcal{F}(0)$, and that every fixed point $G(0)$ of $A_{0}$ gives, via equation (2), rise to a sequence $G: \mathbb{Z}^{m} \rightarrow \mathbb{C}^{\operatorname{ker}(f)}$ such that the component of $G$ with label $f$ has the kernel graph of $f$ as a generating automaton. However, it is not necessarily true that the kernel graph of this component is the same as the kernel graph of $f$. For example, in figure 1 , the values at 0 of the kernel elements correspond to one such fixed point $\mathcal{F}_{0}$ when the sequences take values in $\{-1,1\}$. By letting all values at 0 be equal to 1 , what also corresponds to a fixed point of $A_{0}$, the automaton would generate the constant sequence $\mathbf{1}$. But then the figures do no longer represent the kernel graph of this sequence $\mathbf{1}$.

Observe that for the kernel graphs in figure 1, no reference is made to a specific dimension $m$, and neither to a specific underlying binary number system $(H, W=\{0, w\})$ in $\mathbb{Z}^{m}$. Any appropriate choice of these parameters corresponds to a particular paperfolding or RudinShapiro sequence. Hence, these kernel graphs represent a whole class of automaton-similar sequences. We formalize this concept in

Definition 1.1. Let $f_{1}: \mathbb{Z}^{m_{1}} \rightarrow \mathbb{C}$ be $\left(H_{1}, W_{1}\right)$-automatic and let $f_{2}: \mathbb{Z}^{m_{2}} \rightarrow \mathbb{C}$ be $\left(H_{2}, W_{2}\right)$ automatic. The sequences $f_{1}$ and $f_{2}$ are called automaton-similar if there exist bijections
$\vartheta: \operatorname{ker}_{H_{1}, W_{1}}\left(f_{1}\right) \rightarrow \operatorname{ker}_{H_{2}, W_{2}}\left(f_{2}\right)$ and $\xi: W_{1} \rightarrow W_{2}$ such that
(1) $\vartheta\left(f_{1}\right)=f_{2}$,
(2) $\vartheta\left(\partial_{H_{1}, w}(g)\right)=\partial_{H_{2}, \xi(w)}(\vartheta(g))$ for all $w \in W_{1}, g \in \operatorname{ker}\left(f_{1}\right)$,
(3) $\xi(0)=0$.

Example. Let $f: \mathbb{Z}^{m} \rightarrow \mathbb{C}$ be a $(H, W)$-automatic sequence and let $\theta: \mathbb{C} \rightarrow \mathbb{C}$ be an injective map. The sequence $\theta(f)$ defined as $\theta(f)(x)=\theta(f(x))$ is automaton-similar to $f$. In particular, if $\theta$ is the multiplication with a nonzero number $\alpha$, then the sequence $(\alpha f(x))_{x \in \mathbb{Z}^{m}}$ is automaton-similar to $f$. Furthermore, note that if $g$ is $(H, W)$-automatic and automaton-similar to a paperfolding sequence $f$ with values $\pm 1$, then $g$ has two different values $a, b$. Moreover, replacing $a$ by -1 and $b$ by 1 generates a $(H, W)$-automatic sequence $g^{\prime}$ which is paperfolding and has values $\pm 1$. This also shows that every sequence $g$ in the automaton-similarity class of paperfolding sequences can be obtained from a paperfolding sequence with values $\pm 1$. The same holds for sequences which are automaton-similar to a Rudin-Shapiro sequence with values $\pm 1$.

In other words, automaton-similar sequences have isomorphic kernel graphs. Practically, it is convenient to consider $\vartheta: \operatorname{ker}_{H_{1}, W_{1}}\left(f_{1}\right) \rightarrow \operatorname{ker}_{H_{2}, W_{2}}\left(f_{2}\right)$ as an order preserving map. Then $A_{\xi(w)}$ for $f_{2}$ is the same as $A_{w}$ for $f_{1}$.

In that way, the class of automaton-similar paperfolding and Rudin-Shapiro sequences is given by all sequences generated by the automaton corresponding to the kernel graphs in figure 1 , for all dimensions $m$ and all binary number systems $(H, W)$ in $\mathbb{Z}^{m}$.

A complete characterization of binary number systems for $\mathbb{Z}^{m}$ is given in [11]. We recall the notion of the companion matrix $C_{H}$ of a matrix $H \in \mathbb{Z}^{m \times m}$. When $\chi_{H}(x)=$ $x^{m}+a_{m-1} x^{m-1}+\cdots+a_{0}$ denotes the characteristic polynomial of $H$, then the companion matrix is given by

$$
C_{H}=\left(\begin{array}{cccccc}
0 & 0 & 0 & \cdots & 0 & -a_{0} \\
1 & 0 & 0 & \cdots & 0 & -a_{1} \\
0 & 1 & 0 & \cdots & 0 & -a_{2} \\
0 & 0 & 1 & \cdots & 0 & -a_{3} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & -a_{m-1}
\end{array}\right)
$$

For binary number systems, needing an expanding matrix $H \in \mathbb{Z}^{m \times m}$ with $|\operatorname{det}(H)|=2$, it was shown (theorem 3.4 in [11]) that $H$ has a complete digit set if and only if
(a) $H$ is $\mathbb{Z}$-similar to its companion matrix $C_{H}$, i.e., there exists a matrix $Q \in \mathrm{GL}(m, \mathbb{Z})$, the general linear group of $m \times m$ integer matrices with determinant $\pm 1$, such that $H=Q C_{H} Q^{-1}$.
and
(b) $\left\{0, e_{1}\right\}$ is a complete digit set for $C_{H}$, where $e_{1}=(\underbrace{(1,0,0, \ldots, 0}_{m})^{T},{ }^{T}$ denoting transposition.

Moreover, it was shown that for any such $C_{H}$ for which $\left\{0, e_{1}\right\}$ is a complete digit set, there exists a finitely generated commutative subgroup $\mathrm{G}\left(C_{H}\right) \subset \mathrm{GL}(m, \mathbb{Z})$ such that every complete digit set for $C_{H}$ is given as $\left\{0, G e_{1}\right\}$ with $G \in \mathrm{G}\left(C_{H}\right)$. Moreover, if $G \in \mathrm{G}\left(C_{H}\right)$, then

$$
|\operatorname{det}(G)|=1 \quad \text { and } \quad G C_{H}=C_{H} G .
$$

In turn, all complete digit sets for $H=Q C_{H} Q^{-1}$ are given by $W=\left\{0, Q G e_{1}\right\}, G \in \mathrm{G}\left(C_{H}\right)$. Thus, it is clear that all

$$
\left.[H, W]=\left\{\left(Q C_{H} Q^{-1},\left\{0, Q G e_{1}\right\}\right) \mid Q \in \mathrm{GL}(m, \mathbb{Z})\right\}, G \in \mathrm{G}\left(C_{H}\right)\right\}
$$

form a class of $\mathbb{Z}$-similar binary number systems. We call $\left(C_{H},\left\{0, e_{1}\right\}\right)$ the companion representative of this class. If $\left(H_{1}, W_{1}\right)$ and $\left(H_{2}, W_{2}\right)$ are in the same class, we denote this by

$$
\left(H_{1}, W_{1}\right) \stackrel{\mathbb{Z}}{\sim}\left(H_{2}, W_{2}\right)
$$

Corollary 1.2. Let $\left(H_{i},\left\{0, w_{i}\right\}\right), i=1,2$ be binary number systems for $\mathbb{Z}^{m} .\left(H_{1},\left\{0, w_{1}\right\}\right) \stackrel{\mathbb{Z}}{\sim}$ $\left(H_{2},\left\{0, w_{2}\right\}\right)$ if and only if there exist $Q, Q_{1} \in \mathrm{GL}(m, \mathbb{Z})$ such that

$$
\left(H_{2},\left\{0, w_{2}\right\}\right)=\left(Q H_{1} Q^{-1},\left\{0, Q U w_{1}\right\}\right)
$$

with $U=Q_{1} G Q_{1}^{-1}$ and $G \in \mathrm{G}\left(C_{H}\right)$. Moreover, it holds that $H_{1} U=U H_{1}$.

## Proof.

(i) if: $\left(H_{1},\left\{0, w_{1}\right\}\right)$ and $\left(H_{2},\left\{0, w_{2}\right\}\right)$ belong to the same class then there exist a matrix $C_{H}$ and matrices $Q_{i} \in \operatorname{GL}(m, \mathbb{Z})$ such that $H_{i}=Q_{i} C_{H} Q_{i}^{-1}, i=1,2$. Let $Q=Q_{2} Q_{1}^{-1}$, then one computes that $H_{2}=Q H_{1} Q^{-1}$.
Furthermore, one has $w_{1}=Q_{1} G_{1} e_{1}$ and $w_{2}=Q_{2} G_{2} e_{1}$, where $G_{i} \in \mathrm{G}\left(C_{H}\right), i=1,2$. This yields $w_{2}=Q_{2} G_{2} G_{1}^{-1} Q_{1}^{-1} w_{1}$, and using the fact that $Q=Q_{2} Q_{1}^{-1}$, one gets $w_{2}=Q_{2} Q^{-1} Q_{1} G_{2} G_{1}^{-1} Q_{1}^{-1}=Q U w_{1}$, as desired.
(ii) only if: since $\left(H_{1},\left\{0, w_{1}\right\}\right)$ is a binary number system there exists $Q_{1} \in \operatorname{GL}(m, \mathbb{Z})$ and a companion matrix $C_{H}$ such that $H_{1}=Q_{1} C_{H} Q_{1}^{-1}$ and $w_{1}=Q_{1} G e_{1}$, with $G \in \mathrm{G}\left(C_{H}\right)$. Let $H_{2}=Q H_{1} Q^{-1}$ and $w_{2}=Q U w_{1}$, with $Q, Q_{1} \in \mathrm{GL}(m, \mathbb{Z})$ and $U \in Q_{1} \mathrm{G}\left(C_{H}\right) Q_{1}^{-1}$. Then certainly, $H_{2}=\left(Q Q_{1}\right) C_{H}\left(Q Q_{1}\right)^{-1}$ and using the expression for $w_{1}$, we get $w_{2}=Q U w_{1}=Q Q_{1} G Q_{1}^{-1} w_{1}=Q Q_{1} G Q_{1}^{-1}\left(Q_{1} G_{1} e_{1}\right)=\left(Q Q_{1}\right)\left(G G_{1}\right) e_{1}$, with $\left(G G_{1}\right) \in \mathrm{G}\left(C_{H}\right)$ and $\left(Q Q_{1}\right) \in \mathrm{GL}(m, \mathbb{Z})$. This proves that $\left(H_{2},\left\{0, w_{2}\right\}\right)$ belongs to the same class as $\left(H_{1},\left\{0, w_{1}\right\}\right)$.
(iii) That $H_{1} U=U H_{1}$ follows from the fact that $C_{H} G=G C_{H}$ or, using $U=Q_{1} G Q_{1}^{-1}$ which is equivalent to $G=Q_{1}^{-1} U Q_{1}$, that $\left(Q_{1} C_{H} Q_{1}^{-1}\right) U=U\left(Q C_{H} Q_{1}^{-1}\right)$. Then use the fact that $Q_{1} C_{H} Q_{1}^{-1}=H_{1}$.

In [11] one finds a list of binary number systems ( $C_{H},\left\{0, e_{1}\right\}$ ) and the corresponding generators for the group G for dimensions $m=1,2, \ldots, 6$. Let us just mention that the number of $\mathbb{Z}$ similar binary number system classes equals $1,4,4,12,7,25$ for dimension $m=1,2, \ldots, 6$, respectively. For $m=1,2$, every $\mathbb{Z}$-similar class has only finitely many complete digit sets, since $\mathrm{G}\left(C_{H}\right)$ is finite. If $m \geqslant 3$, then $\mathrm{G}\left(C_{H}\right)$ is infinite and therefore one has infinitely many complete digit sets for every class.

The four $\mathbb{Z}$-similarity classes of binary number systems for $\mathbb{Z}^{2}$, given by their companion representatives, are

$$
\begin{array}{ll}
C_{1}=\left(\begin{array}{cc}
0 & -2 \\
1 & -2
\end{array}\right) & C_{2}=\left(\begin{array}{cc}
0 & -2 \\
1 & -1
\end{array}\right) \\
C_{3}=\left(\begin{array}{cc}
0 & -2 \\
1 & 0
\end{array}\right) & C_{4}=\left(\begin{array}{cc}
0 & -2 \\
1 & 1
\end{array}\right) \tag{3}
\end{array}
$$

and with complete digit set $E=\left\{0, e_{1}\right\}=\left\{(0,0)^{T},(1,0)^{T}\right\}$.

We will also consider the $\mathbb{Z}^{2}$-binary number system

$$
(H, E)=\left(\left(\begin{array}{cc}
-1 & -1  \tag{4}\\
1 & -1
\end{array}\right), E\right)
$$

which is $\mathbb{Z}$-similar to $\left(C_{1}, E\right)$ as follows:
$(H, E)=\left(Q_{H} C_{1} Q_{H}^{-1},\left\{0, Q_{H} e_{1}\right\}\right), \quad$ with $\quad Q_{H}=\left(\begin{array}{cc}1 & -1 \\ 0 & 1\end{array}\right)$.
Using the notion of $\mathbb{Z}$-similarity, we introduce a stronger notion of similarity between automatic sequences defined by binary number systems.

Definition 1.3. Let $f_{1}, f_{2}: \mathbb{Z}^{m} \rightarrow \mathbb{C}$ be $\left(H_{1}, W_{1}\right)$ - and $\left(H_{2}, W_{2}\right)$-automatic sequences, respectively, with $\left(H_{1}, W_{1}\right)$ and $\left(H_{2}, W_{2}\right)$ binary number systems for $\mathbb{Z}^{m} . f_{1}$ and $f_{2}$ are called similar if
(i) $f_{1}$ and $f_{2}$ are automaton-similar (see definition 1.1),
(ii) $\vartheta(g)(0)=g(0)$ for all $g \in \operatorname{ker}\left(f_{1}\right)$,
(iii) $\left(H_{1}, W_{1}\right) \stackrel{\mathbb{Z}}{\sim}\left(H_{2}, W_{2}\right)$.

Note that by (ii), similar sequences always have the same values. By (iii), see the later theorem 2.1, it follows that similar sequences in $\mathbb{Z}^{m}$ are related through a $\mathbb{Z}$-linear transformation of coordinates.

Since we are interested in the correlation and the spectral properties of the generalized paperfolding and Rudin-Shapiro sequences, we introduce some necessary notions.

For a sequence $f: \mathbb{Z}^{m} \rightarrow \mathbb{C}$, the (auto)correlation function $\gamma_{f f}$ is generally defined as

$$
\begin{equation*}
\gamma_{f f}(k)=\lim _{R \rightarrow \infty} \frac{1}{\operatorname{vol}\left(B_{R}(0)\right)} \sum_{x \in B_{R}(0) \cap \mathbb{Z}^{m}} f(x) \bar{f}(x+k) \tag{6}
\end{equation*}
$$

for all $k \in \mathbb{Z}^{m}$, provided the limit exists. $\bar{f}$ denotes the complex conjugate of $f ; \operatorname{vol}\left(B_{R}(0)\right)$ denotes the volume of a ball of radius $R$ centred at 0 (in a proper norm). For two sequences $g, h: \mathbb{Z}^{m} \rightarrow \mathbb{C}$, the correlation function is defined as

$$
\begin{equation*}
\gamma_{g h}(k)=\lim _{R \rightarrow \infty} \frac{1}{\operatorname{vol}\left(B_{R}(0)\right)} \sum_{x \in B_{R}(0) \cap \mathbb{Z}^{m}} g(x) \bar{h}(x+k) \tag{7}
\end{equation*}
$$

The existence of the correlation functions $\gamma_{g h}$, where $g, h$ belong to one of the kernels of the $m$-dimensional paperfolding or Rudin-Shapiro sequence, has been established in [12] under the additional condition that there exists an invertible $m \times m$ matrix $P \in \mathbb{R}^{m \times m}$ such that $P^{-1} H P$ equals a block-diagonal matrix

$$
\begin{equation*}
\Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{s}, \Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{t}\right) \tag{8}
\end{equation*}
$$

where the $\left|\lambda_{j}\right|>1$ correspond to the real eigenvalues of $H$ and the $\Lambda_{j}$ are $2 \times 2$ matrices of the form

$$
\Lambda_{j}=\left(\begin{array}{cc}
a_{j} & -b_{j} \\
b_{j} & a_{j}
\end{array}\right)
$$

where $a_{j}, b_{j} \in \mathbb{R}$ and $\left|\operatorname{det}\left(\Lambda_{j}\right)\right|=a_{j}^{2}+b_{j}^{2}>1 . \Lambda_{j}$ corresponds to a pair of complex eigenvalues $\left(a_{j} \pm b_{j} i\right)$ of $H$.

Let $\underline{R}=\left(R_{1}, R_{2}, \ldots, R_{s}, R_{s+1}, \ldots, R_{s+t}\right)$ have positive real entries, and let $\mathcal{C}(\underline{R})$ denote the cylinder

$$
\begin{aligned}
& \mathcal{C}(\underline{R})=\left\{\left(x_{1}, \ldots, x_{s}\right)| | x_{i} \mid \leqslant R_{i}, i=1, \ldots, s\right\} \\
& \times\left\{\left(x_{1}, y_{1}, \ldots, x_{t}, y_{t}\right) \mid x_{j}^{2}+y_{j}^{2} \leqslant R_{s+j}^{2}, j=1, \ldots, t\right\} .
\end{aligned}
$$

$P \mathcal{C}(\underline{R})$ is the cylinder resulting from the transformation of the cylinder $\mathcal{C}(\underline{R})$ under $P$. As explained in [12], it is advantageous to consider equations (6), (7) with the cylinders $P \mathcal{C}(\underline{R})$ as the proper balls, yielding

$$
\gamma_{g h}(k)=\lim _{\underline{R} \Rightarrow \infty} \frac{1}{\operatorname{vol}(P \mathcal{C}(\underline{R}))} \sum_{x \in B_{R}(0) \cap \mathbb{Z}^{m}} g(x) \bar{h}(x+k)
$$

where $\underline{R} \Rightarrow \infty$ means that all $R_{i}$ go simultaneously but independently to $\infty$.
From now on we assume that every expanding $H$ with $|\operatorname{det}(H)|=2$ is equivalent to a diagonal matrix as in equation (8).

Remark. For all binary number systems $\left(C_{H},\left\{0, e_{1}\right\}\right)$ listed in [11] there exists a matrix $P \in \mathbb{R}^{m \times m}$ such that $P C_{H} P^{-1}$ is of the required diagonal form (8). This is a consequence of the fact that the characteristic polynomials of these matrices $C_{H}$ all have simple roots (in $\mathbb{C}$ ). This is also the case for $(H, W) \stackrel{\mathbb{Z}}{\sim}\left(C_{H},\left\{0, e_{1}\right\}\right)$ as $H$ has the same characteristic equation as $C_{H}$.

We now recall some elementary facts concerning the spectrum of an $m$-dimensional sequence.

We consider the correlation function, provided it exists, as a weighted Dirac comb (or tempered distribution) in $\mathbb{R}^{m}$, see [13] chapter 6, i.e.,

$$
\gamma_{f f}:=\sum_{x \in \mathbb{Z}^{m}} \gamma_{f f}(x) \delta_{x},
$$

where $\delta_{x}$ is the Dirac impulse at $x$. Viewing the correlation function as a tempered distribution also justifies the name correlation measure for the tempered distribution $\gamma_{f f}$. Then the spectrum of $f$ is the $m$-dimensional Fourier-transform $\hat{\gamma}_{f f}$ of the correlation measure $\gamma_{f f}$, [7]. It is itself a tempered distribution [13]. With $v \in \mathbb{R}^{m}$, this gives

$$
\hat{\gamma}_{f f}(\nu)=\sum_{k \in \mathbb{Z}^{m}} \exp \left(-2 \pi \mathrm{i} \nu^{T} k \gamma_{f f}(k)\right)
$$

in distribution sense. Note that $\hat{\gamma}_{f f}(v)=\hat{\gamma}_{f f}(v+\theta)$, for any $\theta \in \mathbb{Z}^{m}$. Thus, it suffices to consider the spectrum only for $v \in[0,1)^{m}$, see also [14].

## 2. Basic relations between similar sequences and their correlations and spectra

In this section, it will be shown that there is a simple relationship between the correlation functions and spectra of similar automatic sequences.

The following theorem states that two similar sequences are $\mathbb{Z}$-linear 'rearrangements' of each other.

Theorem 2.1. Let $f_{1}, f_{2}: \mathbb{Z}^{m} \rightarrow \mathbb{C}$ be similar sequences that are $\left(H_{1},\left\{0, w_{1}\right\}\right)$ - and $\left(H_{2},\left\{0, w_{2}\right\}\right)$-automatic, respectively. Let, according to corollary 1.2, $\left(H_{2},\left\{0, w_{2}\right\}\right)=$ $\left(Q H_{1} Q^{-1},\left\{0, Q U w_{1}\right\}\right)$ and let $R=Q U$. Then,

$$
f_{2}(x)=f_{1}\left(R^{-1} x\right) \text { for all } x \in \mathbb{Z}^{m}
$$

Proof. This follows from the fact that the bijections $\vartheta: \operatorname{ker}_{H_{1}, W_{1}}\left(f_{1}\right) \rightarrow \operatorname{ker}_{H_{2}, W_{2}}\left(f_{2}\right)$ and $\xi: W_{1} \rightarrow W_{2}$ defining the automaton-similarity between $f_{1}$ and $f_{2}$ are given by

$$
\vartheta: \mathbb{C}^{\mathbb{Z}^{m}} \rightarrow \mathbb{C}^{\mathbb{Z}^{m}}: \vartheta(h)(x)=h\left(R^{-1} x\right)
$$

for all $h \in \operatorname{ker}\left(f_{1}\right)$, and

$$
\xi:\left\{0, w_{1}\right\} \rightarrow\left\{0, w_{2}\right\}: \quad \xi(0)=0 \text { and } \xi\left(w_{1}\right)=w_{2}=R w_{1} .
$$

Indeed, it holds that, for all $h \in \operatorname{ker}\left(f_{1}\right)$

$$
\begin{aligned}
\partial_{H_{2}, 0}(\vartheta(h))(x) & =\vartheta(h)\left(H_{2} x\right)=h\left(R^{-1} H_{2} x\right)=h\left(U^{-1} Q^{-1} Q H_{1} Q^{-1} x\right)=h\left(U^{-1} H_{1} Q^{-1} x\right) \\
& =h\left(H_{1} U^{-1} Q^{-1} x\right)=h\left(H_{1} R^{-1} x\right)=\vartheta\left(\partial_{H_{1}, 0}(h)\right)(x),
\end{aligned}
$$

where use has been made of the fact that $U H_{1}=H_{1} U$ (corollary 1.2). In the same way,

$$
\begin{aligned}
\partial_{H_{2}, w_{2}}(\vartheta(h))(x) & =\vartheta(h)\left(H_{2} x+w_{2}\right)=h\left(R^{-1} H_{2} x+R^{-1} w_{2}\right)=h\left(U^{-1} Q^{-1} Q H_{1} Q^{-1} x+w_{1}\right) \\
& =h\left(U^{-1} H_{1} Q^{-1} x+w_{1}\right)=h\left(H_{1} U^{-1} Q^{-1} x+w_{1}\right)=h\left(H_{1} R^{-1} x+w_{1}\right) \\
& =\vartheta\left(\partial_{H_{1}, w_{1}}(h)\right)(x)
\end{aligned}
$$

The next theorem gives an analogous result for the correlation functions of similar sequences.

Theorem 2.2. Let $f_{1}, f_{2}: \mathbb{Z}^{m} \rightarrow \mathbb{C}$ be similar sequences that are $\left(H_{1},\left\{0, w_{1}\right\}\right)$ - and $\left(H_{2},\left\{0, w_{2}\right\}\right)$-automatic, respectively. Let, according to theorem 2.1, $\vartheta: \operatorname{ker}_{H_{1}, W_{1}}\left(f_{1}\right) \rightarrow$ $\operatorname{ker}_{H_{2}, W_{2}}\left(f_{2}\right)$ be given by

$$
\vartheta(h)(x)=h\left(R^{-1} x\right) .
$$

Then, it holds that

$$
\gamma_{\vartheta(g) \vartheta(h)}(R k)=\gamma_{g h}(k) \text { for all } k \in \mathbb{Z}^{m} .
$$

Proof. Let $P \in \mathrm{GL}(m, \mathbb{R})$ be such that $P^{-1} H P=\Lambda$ is of the diagonal form as in equation (8). Then, recalling the definition from the introduction, the correlation function of $g, h \in \operatorname{ker}_{H_{1}, W_{1}}\left(f_{1}\right)$ is given by

$$
\begin{aligned}
\gamma_{g h}(k) & =\lim _{\underline{R} \Rightarrow \infty} \frac{1}{\operatorname{vol}(P \mathcal{C}(\underline{R}))} \sum_{x \in P \mathcal{C}(\underline{R}) \cap \mathbb{Z}^{m}} g(x) \bar{h}(x+k) \\
& =\lim _{\underline{R} \Rightarrow \infty} \frac{1}{\operatorname{vol}(P \mathcal{C}(\underline{R}))} \sum_{x \in P \mathcal{C}(\underline{R}) \cap \mathbb{Z}^{m}} \vartheta(g)(R x) \overline{\vartheta(h)}(R(x+k)) \\
& =\lim _{\underline{R} \Rightarrow \infty} \frac{1}{\operatorname{vol}(P \mathcal{C}(\underline{R}))} \sum_{y \in R\left(P \mathcal{P C}(\underline{R}) \cap \mathbb{Z}^{m}\right)} \vartheta(g)(y) \overline{\vartheta(h)}(y+R k) .
\end{aligned}
$$

Since $|\operatorname{det}(R)|=1$, the last expression can be written as

$$
\begin{equation*}
\lim _{\underline{R} \Rightarrow \infty} \frac{1}{\operatorname{vol}(R P \mathcal{C}(\underline{R}))} \sum_{y \in R P \mathcal{C}(\underline{R}) \cap \mathbb{Z}^{m}} \vartheta\left(h_{1}\right)(y) \overline{\vartheta\left(h_{2}\right)}(y+R k) . \tag{9}
\end{equation*}
$$

By the fact that $R=Q U$, and $U H_{1}=H_{1} U$ (see corollary 1.2), it follows that $P^{-1} R^{-1} H_{2} R P=P^{-1} U^{-1} Q^{-1} H_{2} Q U P=P^{-1} U^{-1} H_{1} U P=P^{-1} H_{1} P=\Lambda$. This shows that $(R P)^{-1} H_{2} R P=\Lambda$, i.e., that $R P \mathcal{C}(\underline{R})$ is a proper cylinder for $H_{2}$. Thus, expression (9) is equal to $\gamma_{\vartheta(g) \vartheta(h)}(R k)$, and the assertion is proven.

As far as the Fourier transform $\widehat{\gamma}_{f f}$ of the correlation measure $\gamma_{f f}$ is concerned, we have
Theorem 2.3. Let $f_{1}$ and $f_{2}$ be similar sequences that are $\left(H_{1},\left\{0, w_{1}\right\}\right)$ - and $\left(H_{2},\left\{0, w_{2}\right\}\right)$ automatic, respectively, and let $R$ be as in theorem 2.1. Then,

$$
\widehat{\gamma}_{f_{2} f_{2}}(v)=\widehat{\gamma}_{f_{1} f_{1}}\left(R^{T} v\right), \quad v \in \mathbb{R}^{m}
$$

Proof. The correlation measures of $f_{1}$ and $f_{2}$ are

$$
\gamma_{f_{i} f_{i}}(x)=\sum_{x \in \mathbb{Z}^{m}} \gamma_{f_{i} f_{i}}(x) \delta_{x}, \quad i=1,2
$$

Due to theorem 2.2, one has $\gamma_{f_{1} f_{1}}(k)=\gamma_{f_{2} f_{2}}(R k), k \in \mathbb{Z}^{m}$ for the correlation functions. This relation remains true if one considers the associated correlation measures $\gamma_{f_{1} f_{1}}(x)=$ $\gamma_{f_{2} f_{2}}(R x), x \in \mathbb{R}^{m}$. Interpreting $\gamma_{f_{2} f_{2}}(R x)$ as $\left(\gamma_{f_{2} f_{2}} \circ R\right)(x)$ allows to apply formula (7), p 144 in [15]. Reinterpreting this formula in our notation, taking into account that $|\operatorname{det}(R)|=1$, yields the desired assertion for the Fourier transforms.

As a consequence of theorems 2.1, 2.2, 2.3 it is clear that it is sufficient to calculate the correlation function and spectrum of one representative in each class of similar sequences, the companion representatives for example. The correlation function and the spectrum of any similar sequence can be obtained by a linear coordinate transformation.

The next result, the proof of which is rather trivial, shows how the correlation function of a sequence changes if the values are changed by the map $\theta(z)=\alpha z+\beta, \alpha, \beta \in \mathbb{C}$, and $\alpha \neq 0$. It features the average $\mu_{f}$ of a sequence $f: \mathbb{Z}^{m} \rightarrow \mathbb{C}$, defined as the following limit (provided it exists):

$$
\mu_{f}=\lim _{\underline{R} \Rightarrow \infty} \frac{1}{\operatorname{vol}(P \mathcal{C}(\underline{R}))} \sum_{x \in P \mathcal{C}(\underline{R}) \cap \mathbb{Z}^{m}} f(x) .
$$

Lemma 2.4. Let $f: \mathbb{Z}^{m} \rightarrow \mathbb{C}$, and let $g(x)=\alpha f(x)+\beta, x \in \mathbb{Z}^{m}$. Then,

$$
\begin{align*}
& \gamma_{g g}(k)=\alpha^{2} \gamma_{f f}(k)+\left(2 \alpha \beta \mu_{f}+\beta^{2}\right)  \tag{10}\\
& \widehat{\gamma}_{g g}=\alpha^{2} \widehat{\gamma}_{f f}+\left(2 \alpha \beta \mu_{f}+\beta^{2}\right) \sum_{\nu \in \mathbb{Z}^{m}} \delta_{v} \tag{11}
\end{align*}
$$

Note that $g$ is automaton-similar to $f$. In particular, if $g=-f$, then the above lemma shows that $g$ has the same correlation function as $f$.

We recall from [12] how to compute the correlation function of an ( $H, W$ )-automatic sequence $f$ when $(H, W)$ is a binary number system. If $\gamma_{g h}(k)$ denotes the correlation function between any two sequences $g$ and $h$ in the kernel of $f$ and $\Gamma_{f}(k)$ denotes the $(\operatorname{ker}(f) \times \operatorname{ker}(f))$ vector with components $\gamma_{g h}, g, h \in \operatorname{ker}(f)$, the correlation function satisfies the equations

$$
\begin{align*}
& \Gamma_{f}(H k)=\frac{1}{2}\left(A_{0} \otimes A_{0}+A_{w} \otimes A_{w}\right) \Gamma_{f}(k)  \tag{12}\\
& \Gamma_{f}(H k+w)=\frac{1}{2}\left(A_{0} \otimes A_{w}\right) \Gamma_{f}(k)+\frac{1}{2}\left(A_{w} \otimes A_{0}\right) \Gamma_{f}\left(k+2 H^{-1} w\right) \tag{13}
\end{align*}
$$

for all $k \in \mathbb{Z}^{m}$. In this equation, $A_{0}$ and $A_{w}$ are the decimation matrices, and $\otimes$ denotes the Kronecker product. In [12], it was also shown that $\Gamma_{f}(k)$ exists for all $k \in \mathbb{Z}^{m}$, if $\Gamma_{f}(0)$ exists. Also a procedure was presented to calculate $\Gamma_{f}(k)$ from $\Gamma_{f}(0)$.

## 3. Correlation and spectral properties of paperfolding sequences

In this section, we consider the automaton-similarity class of all $\pm 1$-valued paperfolding sequences. That is, all sequences $f$ which are obtained by the automaton in figure 1 together with the sequences $-f$.

Figure 2 displays the two-dimensional paperfolding sequences based on the companion representatives $\left(C_{j}, E\right), j=1,2,3,4$, of the four different $\mathbb{Z}$-similarity classes of binary number systems in $\mathbb{Z}^{2}$, see (3). We will derive an explicit formula for the correlation function
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Figure 2. $(a)-(d)$ The two-dimensional $\pm 1$-paperfolding sequences based on the four companion $\mathbb{Z}^{2}$-binary number systems $\left(C_{j}, E\right), j=1,2,3,4$, in that order. The display domain is $[-40,40]^{2}$. White pixels on the $\mathbb{Z}^{2}$-grid, see the enlargement $(f)$, correspond to +1 , grid points without a white pixel correspond to -1 (or 0 in case $\{0,1\}$-paperfolding sets are considered). Part $(e)$ displays the paperfolding sequence for the number system $(H, E) \underset{\sim}{\mathbb{Z}}\left(C_{1}, E\right)$ (see (4)). By application of theorem 2.1, it can be obtained from (a) by the $\mathbb{Z}$-linear coordinate transformation $R=Q_{H}$ in equation (5). Observe that, although $(a)$ and $(c)$ look very similar, they cannot be transformed in each other. Neither can $(d)$ and $(b)$, although $(d)$ looks similar to a left-right reflection of $(b)$.
of all $\pm 1$-valued paperfolding sequences. Furthermore, we will show that the spectrum, i.e., the Fourier transform of the correlation measure, is purely discrete and of the form

$$
\sum_{n=2}^{\infty} c_{n} \sum_{v \in \mathcal{L}_{n}} \delta_{v}
$$

where $c_{n}$ depends only on $n$, i.e., not on $H$ or $W$ or the dimension $m$. The sets $\mathcal{L}_{n}$ are $m$-dimensional point lattices depending on $H$ alone.

The kernel elements for the $\pm 1$ paperfolding sequence $p$ are given by $\{p, g, \mathbf{1},-\mathbf{1}\}$, see figure 1 , where $\pm \mathbf{1}$ are the constant sequences with value 1 and -1 , respectively. The corresponding $\Gamma_{p}$ in equations (12), (13) is the 16 -component vector
$\left(\gamma_{p p}, \gamma_{p g}, \gamma_{p 1}, \gamma_{p(-\mathbf{1})}, \gamma_{g p}, \gamma_{g g}, \gamma_{g 1}, \gamma_{g(-\mathbf{1})}, \ldots, \gamma_{(-\mathbf{1}) p}, \gamma_{(-\mathbf{1}) g}, \gamma_{(-\mathbf{1}) \mathbf{1}}, \gamma_{(-\mathbf{1})(-\mathbf{1})}\right)^{T}$.
Since the constant sequences $\mathbf{1}$ and $\mathbf{- 1}$ form a sink of the kernel graph, theorem 3.6 in [12] implies that all these correlation functions exist. Indeed, we obviously have, for all $k \in \mathbb{Z}^{m}$,

$$
\gamma_{\mathbf{1 1}}(k)=\gamma_{(-\mathbf{1})(-\mathbf{1})}(k)=1 \quad \text { and } \quad \gamma_{\mathbf{1}(-\mathbf{1})}(k)=\gamma_{(-\mathbf{1}) \mathbf{1}}(k)=-1 .
$$

Note also that, for all $k \in \mathbb{Z}^{m}, \gamma_{1 p}(k)=\gamma_{p \mathbf{1}}(k)=\mu_{p}$, the average of the sequence $p$, and that $\gamma_{1 g}(k)=\gamma_{g 1}(k)=\mu_{g}$, the average of the sequence $g$. Moreover, one has that $\gamma_{(-1) p}(k)=\gamma_{p(-1)}(k)=\mu_{-p}=-\mu_{p}$ and $\gamma_{1 g}(k)=\gamma_{g 1}(k)=\mu_{-g}=-\mu_{g}$.

As the paperfolding sequence takes the values $\pm 1$, it is clear that

$$
\begin{align*}
& \gamma_{p p}(0)=\lim _{\underline{R} \rightarrow \infty} \frac{1}{\operatorname{vol}(P \mathcal{C}(\underline{R}))} \sum_{x \in P \mathcal{C}(\underline{R}) \cap \mathbb{Z}^{m}} p^{2}(x)=1  \tag{14}\\
& \gamma_{g g}(0)=\lim _{\underline{R} \rightarrow \infty} \frac{1}{\operatorname{vol}(P \mathcal{C}(\underline{R}))} \sum_{x \in P \mathcal{C}(\underline{R}) \cap \mathbb{Z}^{m}} g^{2}(x)=1 . \tag{15}
\end{align*}
$$

Simplifying equations (12) and (13) by taking into account the particular $\gamma$-values from above, these equations become

$$
\begin{align*}
& \gamma_{p p}(H k)=\frac{1}{2}\left(\gamma_{p p}(k)+\gamma_{g g}(k)\right)  \tag{16}\\
& \gamma_{p p}(H k+w)=0  \tag{17}\\
& \gamma_{g g}(H k)=1  \tag{18}\\
& \gamma_{g g}(H k+w)=-1  \tag{19}\\
& \gamma_{g p}(H k)=0  \tag{20}\\
& \gamma_{p g}(H k)=0  \tag{21}\\
& \mu_{p}=0  \tag{22}\\
& \mu_{g}=0 \tag{23}
\end{align*}
$$

The first four of these recursive equations allow the computation of the correlation function $\gamma_{p p}(k)$. An inspection of (17), and of (16) together with $(17,19)$, already indicates that $\gamma_{p p}$ is constant on point lattices of the form $H^{n}(H k+w), k \in \mathbb{Z}^{m}, n \in \mathbb{N}$. This observation motivates the following partitioning of the point lattice $\mathbb{Z}^{m}$.

First observe that, because the point lattice $\mathbb{Z}^{m}$ partitions as

$$
\begin{equation*}
\mathbb{Z}^{m}=H \mathbb{Z}^{m} \cup\left(H \mathbb{Z}^{m}+w\right) \tag{24}
\end{equation*}
$$

the point lattice $H^{n} \mathbb{Z}^{m}$ partitions as

$$
\begin{equation*}
H^{n} \mathbb{Z}^{m}=H^{n+1} \mathbb{Z}^{m} \cup\left(H^{n+1} \mathbb{Z}^{m}+H^{n} w\right) \tag{25}
\end{equation*}
$$

For $n \geqslant 1$, let

$$
\mathrm{L}_{n}=H^{n} \mathbb{Z}^{m}+H^{n-1} w
$$

Then, applying (25) iteratively, starting from (24), it follows that $\mathbb{Z}^{m}$ partitions as

$$
\mathbb{Z}^{m}=\{0\} \cup \bigcup_{i=1}^{\infty} \mathrm{L}_{i}
$$

Theorem 3.1. The correlation function of an ( $H, W$ )-automatic paperfolding sequence $p$ with values $\pm 1$ is given by

$$
\begin{align*}
& \gamma_{p p}(0)=1  \tag{26}\\
& \gamma_{p p}(k)=0 \quad \text { if } \quad k \in \mathrm{~L}_{1}  \tag{27}\\
& \gamma_{p p}(k)=\frac{2^{n-1}-3}{2^{n-1}} \quad \text { if } \quad k \in \mathrm{~L}_{n}, n \geqslant 2 . \tag{28}
\end{align*}
$$

Proof. Equation (26) follows from (14) and (27) from (17).
Now, let $k \in \mathrm{~L}_{n}$, i.e., $k=H^{n} l+H^{n-1} w$ for some $l \in \mathbb{Z}^{m}, n \geqslant 2$. Then, according to (16), we get (step 1)

$$
\gamma_{p p}(k)=\frac{1}{2}\left[\gamma_{p p}\left(H^{n-1} l+H^{n-2} w\right)+\gamma_{g g}\left(H^{n-1} l+H^{n-2} w\right)\right] .
$$

The right most term equals 1 , see (18). Applying (16) to the leftmost term gives (step 2)

$$
\gamma_{p p}(k)=\frac{1}{2}\left[\frac{1}{2}\left[\gamma_{p p}\left(H^{n-2} l+H^{n-3} w\right)+\gamma_{g g}\left(H^{n-2} l+H^{n-3} w\right)\right]+1\right] .
$$

Again, $\gamma_{g g}\left(H^{n-2} l+H^{n-3} w\right)=1$. Iterating further, we find after step $(n-1)$

$$
\gamma_{p p}(k)=\frac{1}{2}\left[\frac{1}{2}\left[\frac{1}{2} \cdots \frac{1}{2}\left[\frac{1}{2}\left[\gamma_{p p}(H l+w)+\gamma_{g g}(H l+w)\right]+1\right] \cdots+1\right]+1\right]
$$

Using the fact that $\gamma_{p p}(H l+w)=0$, and $\gamma_{g g}(H l+w)=-1$, see (17) and (19), we see that this amounts to iterating the recursion $s_{t+1}=\frac{1}{2}\left[s_{t}+1\right]$ for $(n-1)$ times, starting from $s_{1}=\frac{1}{2}(0-1)=-\frac{1}{2}$. This gives the desired expression (28).
Theorem 3.1 states that the correlation function is constant on the disjoint sublattices $L_{n}$. The constant value only depends on the lattice-index $n$, and not on the dimension $m$ or on $(H, W)$. The lattices $\mathrm{L}_{n}$ themselves depend on $m$ and $H$.

Figure 3 shows the different lattices $L_{i}$ for the two-dimensional paperfolding sequences displayed in figure 2.

For similar paperfolding sequences $p_{1}$ and $p_{2}$, based on the $\mathbb{Z}$-similar binary number systems $\left(H_{1},\left\{0, w_{1}\right\}\right)$ and $\left(H_{2},\left\{0, w_{2}\right\}\right)$, respectively, the lattices $\mathrm{L}_{i}$ for $p_{1}$ and $p_{2}$, denoted by $\mathrm{L}_{i}^{p_{1}}$ and $\mathrm{L}_{i}^{p_{2}}$, respectively, relate by the consequence of theorem 2.2 as

$$
\mathrm{L}_{i}^{p_{2}}=R \mathrm{~L}_{i}^{p_{1}} .
$$

As already mentioned, the spectrum is the Fourier transform of the correlation measure $\gamma_{p p}=\sum_{x \in \mathbb{Z}^{m}} \gamma(x) \delta_{x}$, regarded as a tempered distribution. In order to compute the Fourier transform, we state two technical lemmata.

Lemma 3.2 ([16] theorem 2.6). Let $B \in \mathbb{R}^{m \times m}$ be a matrix of rank $m$. The Fourier transform of the Dirac comb $L_{B}=\sum_{x \in B \mathbb{Z}^{m}} \delta_{x}$ is given by

$$
\widehat{L_{B}}=\left|\operatorname{det}(B)^{-1}\right| \sum_{\nu \in B^{-T} \mathbb{Z}^{m}} \delta_{\nu},
$$

where $B^{-T}$ is the transposed inverse of $B$. The shifted Dirac comb $L_{B+\sigma}=\sum_{x \in B \mathbb{Z}^{m}+\sigma} \delta_{x}$, $\sigma \in \mathbb{R}^{m}$, has Fourier transform

$$
\widehat{L_{B+\sigma}}=\left|\operatorname{det}(B)^{-1}\right| \sum_{\nu \in B^{-T} \mathbb{Z}^{m}} \exp \left(-2 \pi \mathrm{i} \nu^{T} \sigma\right) \delta_{\nu} .
$$



Figure 3．The lattices $\mathrm{L}_{j}, j=1, \ldots, 8$ ，restricted on the domain $[-10,10]^{2}$ ．The correlation function of the two－dimensional paperfolding sequences is constant on each $L_{j}$ ．（a）：For the companion binary number systems $\left(C_{1}, E\right)$ and $\left(C_{3}, E\right)$（see（3））．The lattices $L_{j}$ happen to coincide for these two cases，although the number systems are not $\mathbb{Z}$－similar．（b）：For the binary number system $(H, E) \stackrel{\mathbb{Z}}{\sim}\left(C_{1}, E\right)$（see（4））．The lattices in $(b)$ can be obtained from（a）by a linear transformation．$(c)$ and $(d)$ For the number systems $\left(C_{2}, E\right)$ and $\left(C_{4}, E\right)$ ，respectively．Observe that both pictures are left－right（or up－down）reflections of each other．

Lemma 3．3．Let $H \in \mathbb{Z}^{m \times m}$ be such that $|\operatorname{det}(H)|=2$ and let $w, k \in \mathbb{Z}^{m}, w \notin H \mathbb{Z}^{m}$ ．Then the following is true：$k \notin H^{T} \mathbb{Z}^{m}$ if and only if

$$
\exp \left(-2 \pi \mathrm{i} k^{T} H^{-1} w\right)=-1
$$

Proof．Let $\Psi(k)=\exp \left(-2 \pi \mathrm{i} k^{T} H^{-1}\right) w$ ．Since $|\operatorname{det}(H)|=2, \Psi(k)=\exp \left(-\pi k^{T} \operatorname{Adj}(H)\right) w$ ． Since $k^{T} \operatorname{Adj}(H) w$ is an integer for all $k \in \mathbb{Z}^{m}$ ，it follows that $\pm 1$ are the only possible values for $\Psi$ ．If $k_{2}=k_{1}+H^{T} \xi$ ，where $k_{1}, k_{2}, \xi \in \mathbb{Z}^{m}$ ，then it follows that
$\Psi\left(k_{2}\right)=\exp \left(-2 \pi \mathrm{i}\left(k_{1}+\left(H^{T} \xi\right)\right)^{T} H^{-1} w\right)=\psi\left(k_{1}\right) \exp \left(-2 \pi \mathrm{i}\left(H^{T} \xi\right)^{T} H^{-1} w=\Psi\left(k_{1}\right)\right.$,
due to the fact that $\left(H^{T} \xi\right)^{T} H^{-1} w=\xi^{T}\left(H H^{-1}\right) w \in \mathbb{Z}$ ．As $\Psi(0)=1$ ，it follows that， if $k \in H^{T} \mathbb{Z}^{m}$ ，then $\Psi(k)=1$ ．Since $\Psi$ is constant on residue classes $\bmod H^{T}$ and since $\left|\operatorname{det}\left(H^{T}\right)\right|=2$ ，it suffices to show that $\Psi(k)=-1$ for one $k \notin H^{T} \mathbb{Z}^{m}$ ．

Since $w \notin H \mathbb{Z}^{m}$, at least one component, say the $j$ th one, of $H^{-1} w=\operatorname{Adj}(H) w / \operatorname{det}\left(H^{T}\right)$ is of the form $z+1 / 2(z \in \mathbb{Z})$. For $e_{j}$ the $j$ th unit vector in $\mathbb{Z}^{m}$ then one computes that $\Psi\left(e_{j}\right)=-1$. It follows that $e_{j} \notin H \mathbb{Z}^{m}$ and also that $\Psi(k)=-1$ for all $k \notin H^{T} \mathbb{Z}^{m}$.

We are now prepared to compute the spectrum of the paperfolding sequences.
Theorem 3.4. The spectrum of an $(H, W)$-automatic paperfolding sequence $p$ with values $\pm 1$ is given by

$$
\widehat{\gamma}_{p p}=\sum_{j=2}^{\infty} \frac{1}{4^{j-1}} \sum_{v \in \mathcal{L}_{j}} \delta_{v},
$$

where $\mathcal{L}_{j}=H^{-j T}\left(H^{T} \mathbb{Z}^{m}+w\right)$.
Proof. Due to (24), the correlation measure (as tempered distribution) $\gamma_{p p}=\sum_{x \in \mathbb{Z}^{m}} \gamma_{p p}(x) \delta_{x}$ can be written as

$$
\gamma_{p p}=\sum_{x \in \mathbb{Z}^{n}} \gamma_{p p}(H x) \delta_{H x}+\sum_{x \in \mathbb{Z}^{n}} \gamma_{p p}(H x+w) \delta_{H x+w} .
$$

Invoking relation (17), this reduces to

$$
\gamma_{p p}=\sum_{x \in \mathbb{Z}^{m}} \gamma_{p p}(H x) \delta_{H x}
$$

By equation (16) this sum can be written as

$$
\begin{equation*}
\gamma_{p p}=\frac{1}{2} \sum_{x \in \mathbb{Z}^{m}} \gamma_{p p}(x) \delta_{H x}+\frac{1}{2} \sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(x) \delta_{H x} \tag{29}
\end{equation*}
$$

By (25), the first sum can be split as

$$
\sum_{x \in \mathbb{Z}^{m}} \gamma_{p p}(H x) \delta_{H^{2} x}+\sum_{x \in \mathbb{Z}^{m}} \gamma_{p p}(H x+w) \delta_{H^{2} x+H w}
$$

Again, due to (17), the second term equals 0 , and thus, (29) becomes

$$
\gamma_{p p}=\frac{1}{2} \sum_{x \in \mathbb{Z}^{m}} \gamma_{p p}(H x) \delta_{H^{2} x}+\frac{1}{2} \sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(x) \delta_{H x}
$$

Using the splitting of $\gamma_{p p}(H x)$ as given in (16) again, one arrives at

$$
\gamma_{p p}=\frac{1}{4} \sum_{x \in \mathbb{Z}^{m}} \gamma_{p p}(x) \delta_{H^{2} x}+\frac{1}{4} \sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(x) \delta_{H^{2} x}+\frac{1}{2} \sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(x) \delta_{H x} .
$$

An $N$-time application of this splitting gives

$$
\gamma_{p p}=\frac{1}{2^{N}} \sum_{x \in \mathbb{Z}^{m}} \gamma_{p p}(x) \delta_{H^{N} x}+\sum_{j=1}^{N}\left(\frac{1}{2^{j}} \sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(x) \delta_{H^{j} x}\right)
$$

Note that

$$
\lim _{\mathbb{N} \rightarrow \infty} \frac{1}{2^{N}} \sum_{x \in \mathbb{Z}^{m}} \gamma_{p p}(x) \delta_{H^{N} x}=0
$$

in distribution sense. Hence,

$$
\gamma_{p p}=\lim _{N \rightarrow \infty} \sum_{j=1}^{N}\left(\frac{1}{2^{j}} \sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(x) \delta_{H^{j} x}\right)
$$

Thus, the spectrum $\widehat{\gamma}_{p p}$ is given by the Fourier transform

$$
\widehat{\gamma}_{p p}=\lim _{N \rightarrow \infty} \sum_{j=1}^{N}\left(\frac{1}{2^{j}} \sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(x) \delta_{H^{j} x}\right)
$$

Setting

$$
Q_{N}=\sum_{j=1}^{N}\left(\frac{1}{2^{j}} \sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(x) \delta_{H^{j} x}\right)
$$

it holds that

$$
\begin{equation*}
\widehat{\gamma}_{p p}=\lim _{N \rightarrow \infty} \widehat{Q}_{N} \tag{30}
\end{equation*}
$$

in the distribution sense. In order to calculate $\widehat{Q}_{N}$, we use (24) to obtain

$$
\sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(x) \delta_{H^{j} x}=\sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(H x) \delta_{H^{j+1} x}+\sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(H x+w) \delta_{H^{j}(H x+w)}
$$

Using equations (18) and (19) this becomes

$$
\sum_{x \in \mathbb{Z}^{m}} \gamma_{g g}(x) \delta_{H^{j} x}=\sum_{x \in \mathbb{Z}^{m}}\left(\delta_{H^{j+1} x}-\delta_{H^{j}(H x+w)}\right)
$$

The Fourier transform of this Dirac comb can be obtained by applying lemma 3.2 with $B=H^{j+1}$ and $\sigma=H^{j} w$. This gives the Fourier transform

$$
\widehat{Q}_{N}=\sum_{j=1}^{N} \frac{1}{2^{2 j+1}} \sum_{\nu \in H^{-(j+1) T} \mathbb{Z}^{m}}\left(1-\exp \left(-2 \pi \mathrm{i} v^{T} H^{j} w\right)\right) \delta_{\nu}
$$

Thus, (30) becomes

$$
\begin{equation*}
\widehat{\gamma}_{p p}=\sum_{j=1}^{\infty} \frac{1}{2^{2 j+1}} \sum_{v \in H^{-(j+1)} T_{\mathbb{Z}^{m}}}\left(1-\exp \left(-2 \pi \mathrm{i} v^{T} H^{j} w\right)\right) \delta_{\nu} \tag{31}
\end{equation*}
$$

In other words, $\widehat{\gamma}_{p p}$ is discrete with (possible) peaks at $H^{-j T} \mathbb{Z}^{m}, j \geqslant 2$. We will now calculate the weight of the Dirac peaks at these positions.

For $v \in \mathbb{Z}^{m}$, the above formula shows that $\widehat{\gamma}_{v}(0)=0$, i.e., the spectrum has no peaks on the lattice $\mathbb{Z}^{m}$.

Now let $v=H^{-j_{0} T}\left(H^{T} \eta+w\right) \in H^{-j_{0} T} \mathbb{Z}^{m}$ for an $\eta \in \mathbb{Z}^{m}$ and a $j_{0} \geqslant 2$, then there are two possibilities:
(a) $v \notin H^{-j T} \mathbb{Z}^{m}$ for $j<j_{0}$, if not then $H^{-j_{0} T}\left(H^{T} \eta+w\right) \in H^{-j T} \mathbb{Z}^{m}$, or $H^{T} \eta+w \in$ $H^{\left(j_{0}-j\right) T} \mathbb{Z}^{m}$ with $\left(j_{0}-j\right) \geqslant 0$, which contradicts the fact that $w \notin H \mathbb{Z}^{m}$.
(b) $v \in H^{-j T} \mathbb{Z}^{m}$ for all $j \geqslant j_{0}$, as $H^{-k T} \mathbb{Z}^{m} \subset H^{-l T} \mathbb{Z}^{m}$ for $k<l$.

Then it follows from (31) that the sum of the peak intensities at this $v$ is given by

$$
\begin{align*}
& \sum_{l=j_{0}-1}^{\infty} \frac{1}{2^{2\left(j_{0}+l-1\right)+1}}\left(1-\exp \left(-2 \pi \mathrm{i}\left(H^{-j_{0} T}\left(H^{T} \eta+w\right)\right)^{T} H^{j_{0}+l-1} w\right)\right) \\
& \quad=\sum_{l=0}^{\infty} \frac{1}{2^{2\left(l+j_{0}-1\right)+1}}\left(1-\exp \left(-2 \pi \mathrm{i}\left(H^{-j_{0} T}\left(H^{T} \eta+w\right)\right)^{T} H^{l+j_{0}-1} w\right)\right) \tag{32}
\end{align*}
$$

The exponent in this expression can be written as $-2 \pi \mathrm{i}\left(\eta^{T} H+w^{T}\right) H^{l} H^{-1} w$. By lemma 3.3, it follows that

$$
1-\exp \left(-2 \pi \mathrm{i}\left(\eta^{T} H+w^{T}\right) H^{l} H^{-1} w\right)= \begin{cases}2 & \text { if } l=0 \\ 0 & \text { otherwise }\end{cases}
$$

Using this in (32) shows that the weight of the Dirac peak at $v=H^{-j_{0} T}\left(H^{T} \eta+w\right)$ equals $1 / 2^{2\left(j_{0}-1\right)}$, independent of $\eta$. Note further that the set $\left\{x \mid x=H^{-j_{0} T}\left(H^{T} \eta+w\right), \eta \in \mathbb{Z}^{m}\right\}$, $j_{0} \geqslant 2$ is precisely the point lattice $\mathcal{L}_{j_{0}}$, and therefore

$$
\widehat{\gamma}_{p p}=\sum_{j=2}^{\infty} \frac{1}{4^{j-1}} \sum_{v \in \mathcal{L}_{j}} \delta_{v}
$$

Theorem 3.4 reflects the result in [1], p 345, for the classical $\pm 1$-paperfolding sequence over $\mathbb{N}$, and gives a generalization to the class of automaton-similar $\pm 1$-valued paperfolding sequences.

If $g$ is automaton-similar to a $\pm 1$-paperfolding sequence, then one has
Corollary 3.5. Let $g$ be automaton-similar to a paperfolding sequence $p$ with values $\pm 1$, i.e., $g$ is given by

$$
g(x)=\left\{\begin{array}{lll}
a & \text { if } & p(x)=-1 \\
b & \text { if } & p(x)=+1
\end{array} \quad \text { with } \quad a, b \in \mathbb{C}, a \neq b\right.
$$

The correlation function of $g$ is

$$
\gamma_{g g}(k)=\left(\frac{b-a}{2}\right)^{2} \gamma_{p p}(k)+\left(\frac{a+b}{2}\right)^{2}
$$

and the spectrum of $g$ is

$$
\widehat{\gamma}_{g g}=\left(\frac{b-a}{2}\right)^{2} \widehat{\gamma}_{p p}+\left(\frac{a+b}{2}\right)^{2} \sum_{x \in \mathbb{Z}^{m}} \delta_{x}
$$

Proof. Define $\theta: \mathbb{C} \rightarrow \mathbb{C}$ as $\theta(z)=\left(\frac{b-a}{2}\right) z+\left(\frac{a+b}{2}\right)$. Then $\theta(-1)=a$ and $\theta(1)=b$, and $g(x)=\left(\frac{b-a}{2}\right) f(x)+\left(\frac{a+b}{2}\right)$. The assertion now follows from lemma 2.4, with $\mu_{p}=0$, see (22).

Thus, the spectrum of a sequence which is automaton-similar but not similar to a $\pm 1$ paperfolding sequence has additional peaks on the lattice $\mathbb{Z}^{m}$. A particular example is obtained by replacing -1 by 0 and keeping the +1 . Then the resulting sequence $p^{\prime}$ is the characteristic sequence of the Delone set $\mathrm{P}=\left\{x \mid p^{\prime}(x)=1\right\} \subset \mathbb{Z}^{2}$, see [8] for details. P will be called the paperfolding set. The correlation function and diffraction spectrum of this set are then given by

$$
\begin{aligned}
& \gamma_{p^{\prime} p^{\prime}}(k)=\frac{1}{4} \gamma_{p p}(k)+\frac{1}{4} \quad \text { for } \quad k \in \mathbb{Z}^{m} \\
& \widehat{\gamma}_{p^{\prime} p^{\prime}}=\frac{1}{4} \widehat{\gamma}_{p p}+\frac{1}{4} \sum_{v \in \mathbb{Z}^{m}} \delta_{\nu} .
\end{aligned}
$$

Also note that here the lattices $\mathcal{L}_{i}^{p_{1}}$ and $\mathcal{L}_{i}^{p_{2}}$ for two similar paperfolding sequences $p_{1}$ and $p_{2}$ relate by application of theorem 2.3 as

$$
\mathcal{L}_{i}^{p_{2}}=R^{-T} \mathcal{L}_{i}^{p_{1}}
$$

Note also that on the lattice $\mathcal{L}_{1}=\mathbb{Z}^{m}+H^{-T} w$ no diffraction peaks appear for any of the paperfolding sequences.

Figure 4 gives an idea about the diffraction spectrum of the paperfolding sequences displayed in figure 2.


Figure 4. The lattices $\mathcal{L}_{j}, j=2, \ldots 8$, restricted to the interval $[0,1]^{2}$, on which the diffraction spectrum of the $\pm 1$-paperfolding sequences, displayed in figure 2 , is constant. The size of the circles increases with the weight of the peaks. (a) For the binary number systems $\left(C_{1}, E\right)$ and $\left(C_{3}, E\right)$. (b) For the binary number system $(H, E) \stackrel{\mathbb{Z}}{\sim}\left(C_{1}, E\right)$ (see(4)). The lattices in $(b)$ can be obtained from (a) by a linear transformation. (c) and (d) For the binary number systems ( $C_{2}, E$ ) and $\left(C_{4}, E\right)$, respectively. Observe that both pictures are left-right (or up-down) reflections of each other ( just as for the correlation lattices).

## 4. Correlation and spectral properties of Rudin-Shapiro sequences

In this section,we study the automaton-similarity class of the Rudin-Shapiro sequence. Like in the case of the paperfolding sequence,we begin with $m$-dimensional $\pm 1$-valued RudinShapiro sequences. We shall show that the spectral measure of such a sequence is always the Lebesgue measure on $\mathbb{R}^{m}$.

The decimation matrices and the kernel graph for an $(H, W)$-automatic Rudin-Shapiro sequence $r$ with values $\pm 1$ are displayed in figure 1. One can easily see that $r$ is also given by the recursive relations
$r(H x)=r(x), \quad r\left(H^{2} x+w\right)=r(x), \quad r\left(H^{2} x+H w+w\right)=-r(H x+w)$,
for $x \in \mathbb{Z}^{m}$ and with $r(0)=-1$. Note that these relations also hold for the automatonsimilar sequence $-r$. Using this, one sees that the four kernel elements $r, s, t, u$ are related by $t=-s, u=-r$. The corresponding correlation vector $\Gamma_{r}$ in (12) and (13) is the 16-component vector

$$
\left(\gamma_{r r}, \gamma_{r s}, \gamma_{r t}, \gamma_{r u}, \gamma_{s r}, \gamma_{s s}, \gamma_{s t}, \gamma_{s u}, \gamma_{t r}, \gamma_{t s}, \gamma_{t t}, \gamma_{t u}, \gamma_{u r}, \gamma_{u s}, \gamma_{u t}, \gamma_{u u}\right)^{T}
$$


(b) $\mathcal{G}_{\Gamma_{f}}$


Figure 5. The graphs $\mathcal{G}$ and $\mathcal{G}_{\Gamma_{f}}$ for an $(H, W)$-automatic sequence $f$ with $H=\left(\begin{array}{cc}-1 & -1 \\ 1 & -1\end{array}\right)$ and $W=\left\{(0,0)^{T},(1,0)^{T}\right\}$.

It was already derived in [12] that $\Gamma_{r}(0)$ exists and equals

$$
\begin{equation*}
\Gamma_{r}(0)=(1,0,0,-1,0,1,-1,0,0,-1,1,0,-1,0,0,1)^{T}, \tag{33}
\end{equation*}
$$

and that, as a consequence, $\Gamma_{r}(k)$ exists for all $k \in \mathbb{Z}^{m}$ and can be calculated using equations (12) and (13).

Theorem 4.1. Any m-dimensional $\pm 1$-valued Rudin-Shapiro sequence has the correlation function

$$
\begin{aligned}
& \gamma_{r r}(0)=1 \\
& \gamma_{r r}(k)=0 \quad \text { for } \quad k \neq 0 .
\end{aligned}
$$

Correspondingly, the diffraction spectrum is absolutely continuous, i.e., for $v \in \mathbb{R}^{m}$,

$$
\widehat{\gamma}_{r r}(\nu)=1 .
$$

Proof. Rewrite equations (12) and (13) in the form
$\Gamma_{f}(k)=\frac{1}{2}\left(A_{0} \otimes A_{0}+A_{w} \otimes A_{w}\right) \Gamma_{f}\left(H^{-1} k\right)$ if $k \in H \mathbb{Z}^{m}$
$\Gamma_{f}(k)=\frac{1}{2}\left(A_{0} \otimes A_{w}\right) \Gamma_{f}\left(H^{-1}(k-w)\right)+\frac{1}{2}\left(A_{w} \otimes A_{0}\right) \Gamma_{f}\left(H^{-1}(k+w)\right) \quad$ if $\quad k \in H \mathbb{Z}^{m}+w$.

Or, for further convenience, we write this as

$$
\begin{array}{ll}
\Gamma_{f}(k)=R \Gamma_{f}\left(H^{-1} k\right) & \text { if } \quad k \in H \mathbb{Z}^{m}  \tag{34}\\
\Gamma_{f}(k)=S \Gamma_{f}\left(H^{-1}(k-w)\right)+T \Gamma_{f}\left(H^{-1}(k+w)\right) & \text { if } \quad k \in H \mathbb{Z}^{m}+w .
\end{array}
$$

This shows that $\Gamma_{f}(k)$ depends either on $\Gamma_{f}\left(H^{-1} k\right)$ or on $\Gamma_{f}\left(H^{-1}(k-w)\right)$ and $\Gamma_{f}\left(H^{-1}(k+\right.$ $w)$ ). One can display these dependences in a directed graph $\mathcal{G}$ with vertices $k \in \mathbb{Z}^{m}$ that have one incoming edge from $H^{-1} k$ if $k \in H \mathbb{Z}^{m}$, and two incoming edges, one from $H^{-1}(k-w)$ and the other from $H^{-1}(k+w)$ if $k \in H \mathbb{Z}^{m}+w$.

An illustration is given in figure $5(a)$ for the binary number system ( $H, E$ ) given in (4). The graph in the illustration has two strongly connected components (recall that a strongly


Figure 6. The universal part of the dependency graph $\mathcal{G}_{\Gamma}$ for automatic sequences based on binary number systems.
connected component is a subgraph such that for any two vertices $a, b$ there exists a directed path from $a$ to $b$ in this subgraph).

Note that $\{0\}$ always forms a strongly connected component. In the case at hand there is a second strongly connected component. The vertices $\Xi$ of the strongly connected components are given by the points

$$
\begin{array}{llll}
\xi_{1}=(1,0)^{T} & \xi_{2}=(0,1)^{T} & \xi_{3}=(-1,0)^{T} & \xi_{4}=(0,-1)^{T} \\
\xi_{5}=(1,1)^{T} & \xi_{6}=(-1,-1)^{T} & \xi_{7}=(0,0)^{T} . &
\end{array}
$$

The graph $\mathcal{G}$ induces a second graph $\mathcal{G}_{\Gamma_{f}}$ with $\Gamma_{f}(k)$ as vertices, and directed edges labelled $R, S, T$ which express the proper multiplications in (34), see figure $5(b)$.

As shown in [12], the existence of a finite number of finite strongly connected components is a universal feature for any number system $(H, W)$. For an $(H, W)$-automatic sequence $f$ it was shown that, if $\Xi$ denotes the vertices of all connected components, then all $\Gamma_{f}(k)$ for $k \notin \Xi$ can be calculated from the values at $k \in \Xi$ in a recursive way. Let $\Xi^{*}=\Xi \backslash\{0\}$ and consider $\left(\Gamma_{f}(k)\right)_{\xi \in \Xi^{*}}$ as a $\Xi^{*} \times(\operatorname{ker}(f) \times \operatorname{ker}(f))$-vector. Then $\left(\Gamma_{f}(k)\right)_{k \in \Xi^{*}}$ is the unique fixed point of the contractive map (cf [12] equation (29))

$$
\begin{equation*}
x \mapsto B_{\Xi} x+C_{\Xi} \Gamma_{f}(0), \tag{35}
\end{equation*}
$$

where $B_{\Xi}$ is the $\Xi^{*} \times(\operatorname{ker}(f) \times \operatorname{ker}(f))$-block matrix reflecting the corresponding transfers between $\Gamma_{f}(\xi)$ and $\Gamma_{f}\left(H^{-1} \xi\right)$ or $\Gamma_{f}\left(H^{-1}(\xi-w)\right)$ and $\Gamma_{f}\left(H^{-1}(\xi+w)\right)$ as displayed in the graph $\mathcal{G}_{\Gamma_{f}}$.
$C_{\Xi} \Gamma_{f}(0)$ corresponds to the connections between $\Gamma_{f}(0)$ and all other $\Gamma_{f}(\xi), \xi \in \Xi^{*}$. For binary number systems $(H, W)$, this connection is universal and is depicted in figure 6 . It corresponds to the equations

$$
\begin{align*}
& \Gamma_{f}(0)=R \Gamma_{f}(0)  \tag{36}\\
& \Gamma_{f}(w)=S \Gamma_{f}(0)+T \Gamma_{f}\left(2 H^{-1} w\right)  \tag{37}\\
& \Gamma_{f}(-w)=S \Gamma_{f}\left(-2 H^{-1} w\right)+T \Gamma_{f}(0) \tag{38}
\end{align*}
$$

There are no other links between $\Gamma_{f}(0)$ and the other $\Gamma_{f}(k), k \in \mathbb{Z}^{m} \backslash\{0\}$. The last two of these equations correspond to $C_{\Xi} \Gamma_{f}(0)$ in (35).

We apply this to the Rudin-Shapiro sequence $r$. The crucial point is that for any $\pm 1$ sequence in the Rudin-Shapiro class the following equations hold:

$$
\begin{equation*}
S \Gamma_{r}(0)=0 \quad \text { and } \quad T \Gamma_{r}(0)=0 \tag{39}
\end{equation*}
$$

with $S$ and $T$ as given in (33). Since the Rudin-Shapiro sequence satisfies (39) it follows that in equations (37) and (38) the values of $\Gamma_{f}( \pm w)$ are independent of $\Gamma_{r}(0)$. This implies that $C_{\Xi} \Gamma_{r}(0)=0$. Then (35) becomes the contracting map

$$
x \mapsto B_{\Xi} x,
$$

and $\left(\Gamma_{r}(\xi)\right)_{\xi \in \Xi^{*}}$ equals the unique fixed point $x^{*}=0$ of this map. Thus $\Gamma_{r}(\xi)=0$ for $\xi \in \Xi^{*}$, and as all other $\Gamma_{r}(k)$ with $k \notin \Xi^{*}$ are determined by $\Gamma_{r}(\xi), \xi \in \Xi^{*}$ it follows that $\Gamma_{r}(k)=0$, and thus also that $\gamma_{r r}(k)=0$, for all $k \in \mathbb{Z}^{m} \backslash\{0\}$. As we already know that $\gamma_{r r}(0)=1$, this proves the correlation part of the theorem. The correlation measure is thus a Dirac impulse at 0 , and hence the spectrum has constant value 1 .

Remark. It also follows from the proof of the above theorem that all kernel elements of $r$, namely the sequences $s, t=-s, u=-r$, have the same autocorrelation function and spectrum as $r$. As for the crosscorrelation functions, it is clear that $\gamma_{r s}(k)=\gamma_{s r}(k)=$ $\gamma_{r t}(k)=\gamma_{t r}(k)=\gamma_{s u}(k)=\gamma_{u s}(k)=\gamma_{u t}(k)=\gamma_{t u}(k)=0$ for all $k \in \mathbb{Z}^{m}$ and that $\gamma_{r u}(k)=\gamma_{u r}(k)=\gamma_{s t}(k)=\gamma_{t s}(k)=-1$ if $k=0,0$ if $k \neq 0$.

The result of theorem 4.1 also generalizes a similar result for the one-dimensional RudinShapiro sequence defined on $\mathbb{N}$, see [18] giving credit to Kamae.

Corollary 4.2. Let $g$ be automaton-similar to $a \pm 1$-valued Rudin-Shapiro sequence $r$, i.e., $g$ is given by

$$
g(x)=\left\{\begin{array}{lll}
a & \text { if } & r(x)=-1 \\
b & \text { if } & r(x)=+1
\end{array} \quad \text { with } \quad a, b \in \mathbb{C}, a \neq b\right.
$$

The correlation function of $g$ is

$$
\begin{array}{ll}
\gamma_{g g}(0)=\left(\frac{b-a}{2}\right)^{2} \gamma_{r r}(0)+\left(\frac{a+b}{2}\right)^{2} & \text { for } \quad k=0 \\
\gamma_{g g}(k)=\left(\frac{a+b}{2}\right)^{2} & \text { for } \quad k \in \mathbb{Z}^{m} \backslash\{0\}
\end{array}
$$

and the spectrum of $g$ is

$$
\widehat{\gamma}_{g g}=\left(\frac{b-a}{2}\right)^{2}+\left(\frac{a+b}{2}\right)^{2} \sum_{x \in \mathbb{Z}^{m}} \delta_{x}
$$

The proof is similar to the proof of corollary 3.5 and uses the nontrivial result that the average $\mu_{r}$ of any $\pm 1$-valued sequence in the automaton-similarity class of Rudin-Shapiro sequences satisfies $\mu_{r}=0$, see [17].

If $r^{\prime}$ is the Rudin-Shapiro sequence obtained from $r$ by replacing -1 by 0 while keeping the +1 -value, then $r^{\prime}$ can be considered as the characteristic sequence of the Delone set $\mathrm{R}=\left\{x \in \mathbb{Z}^{m} \mid r^{\prime}(x)=1\right\}$ which can be named Rudin-Shapiro set. Corollary 4.2 gives

$$
\begin{aligned}
& \gamma_{r^{\prime} r^{\prime}}(0)=\frac{1}{2}, \quad \gamma_{r^{\prime} r^{\prime}}(k)=\frac{1}{4} \quad \text { for } \quad k \in \mathbb{Z}^{m} \backslash\{0\} \\
& \widehat{\gamma}_{r^{\prime} r^{\prime}}=\frac{1}{4}+\frac{1}{4} \sum_{v \in \mathbb{Z}^{m}} \delta_{\nu} .
\end{aligned}
$$

By the fact that the $\pm 1$-valued Rudin-Shapiro sequences have the same correlation function and spectrum as a pure i.i.d. random sequence with values $\pm 1$, it has often been said, at least for the one-dimensional case, that this deterministic Rudin-Shapiro sequence mimicks randomness (is a pseudo-random sequence), see [1] and the references therein. Although a plain graphical representation of a one-dimensional Rudin-Shapiro sequence gives no particular visual indication about its nonrandomness, a glimpse at the graphical representation of higher dimensional Rudin-Shapiro sequence hints at the presence of a structure which is


Figure 7. $(a)-(d)$ The two-dimensional Rudin-Shapiro sequences based on the four canonical $\mathbb{Z}^{2}$-binary number systems $\left(C_{j}, E\right), j=1,2,3,4$, in that order (see (3)). Similar representation as in figure 2. Part (e) displays the Rudin-Shapiro set for the number system $(H, E) \underset{\sim}{\underset{Z}{\sim}}\left(C_{1}, E\right)$ (see (4)). It means that (e) can be obtained from (a) by a $\mathbb{Z}$-linear coordinate transformation (cf theorem 2.1, with $R=Q_{H}$ as given in (4)). ( $f$ ) A completely random pattern.
certainly nonrandom. This is demonstrated in figure 7 displaying the two-dimensional $\{0,1\}$ valued Rudin-Shapiro sequences (sets) for the companion binary number systems ( $C_{j}, E$ ) and $(H, E)$ in $\mathbb{Z}^{2}$, together with a random pattern. The Rudin-Shapiro sequences have some 'quasi-periodicity' or long-range order along certain directions. This becomes even clearer when we compare the sequence with a shifted version of itself in a so-called $(h, v)$-shiftcoincidence pattern. For a $(0,1)$-valued two-dimensional sequence $r$, and $h, v \in \mathbb{Z}$, it is defined as $r_{h, v}(x, y)=|r(x, y)-r(x+h, y+v)|$ which is 0 if $r(x, y)$ and $r(x+h, y+v)$


Figure 8. Some shift-coincidence patterns $r_{h, v}$ for the Rudin-Shapiro sequence $r$ in figure 7(a). Graphical representation as illustrated in figure 2(f). Black areas indicate coincidences between $r$ and its $(h, v)$-shifted version, white areas anti-coincidences. $(a)(h, v)=(3,0) ;(b)(h, v)=(4,0)$; $(c)(h, v)=(8,0) ;(d)(h, v)=(16,0) ;(e)(h, v)=(3,7) ;(f)(h, v)=(52,2)$.
have the same value (or have coinciding values), and otherwise 1. Figure 8 shows a few shift-coincidence patterns for the Rudin-Shapiro sequence in figure 7(a). All these patterns, no matter what the shift is, uncover a long-range correlation in the underlying Rudin-Shapiro sequence. For $(h, 0)-,(0, v)$ - and $(h, v)$-shifts with $h=v=2^{k}$, the black coincidence areas and the white anti-coincidence areas increase in size when $k$ increases (compare (b), (c), (d)). The fact that the correlation function satisfies $\gamma_{r r}(k)=0$ for $k \in \mathbb{Z}^{2} \backslash\{0\}$ then means that the number of coincidences equals the number of anti-coincidences, no matter what the shifts
$(h, v)$ are. This also holds for the higher-dimensional cases, where a similar shift-coincidence sequence can be considered.
Conclusion, open questions. We have shown that the elements in the automaton-similar class of the $\pm 1$-paperfolding sequence have essentially the same discrete spectrum. For the sequences in the automaton-similar class of the $\pm 1$-Rudin-Shapiro sequence, the spectral measure is essentially the Lebesgue measure. This could suggest that the spectral properties of automaton-similar sequences only depend on the structure of the underlying automaton. However, this is not true. As preliminary work on the automaton-similarity class of the ThueMorse sequence indicates, there are two possible spectra for this case. Depending on the binary number system, a Thue-Morse sequence may either be periodic, inducing a discrete spectrum, or it may have a singular continuous spectrum like the $\pm 1$-Thue-Morse sequence over $\mathbb{N}$. Details are subject of a forthcoming paper.

A closer inspection of the proof of theorem 3.4 reveals, letting aside a few technicalities, that any automatic sequence whose kernel graph has a sink that corresponds to kernel graphs of periodic sequences has a purely discrete spectrum.

On the other hand, the situation for the Rudin-Shapiro class seems to be extremely singular. The reason for the Lebesgue measure to be the spectrum lies in the validity of the 'uncoupling' condition (39). So far no automatic sequence (based on binary number systems), besides those of the Rudin-Shapiro class studied above, has been found for which the 'uncoupling' condition (39) holds. It remains an open question whether there are any. Further investigations are needed in order to find out whether candidates can be found among possible higher-dimensional versions of the one-dimensional generalized Rudin-Shapiro sequences presented in [19, 20].
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